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Abstract

We built a natural language processing (NLP) 
language model that can be used to extract cancer treatment 
information using structured and unstructured electronic 
medical records (EMR). Our work appears to be the first 
that com- bines EMR and NLP for treatment identification. 

Knowing the sequence of treatments administered to 
a cancer patient is important for personalized medicine and 
se- quential treatment planning. Our final goal is to leverage 
the full EMR, including the information available in the 
clinical notes, to build causal models for treatment 
effectiveness. For that purpose, we need a sufficiently large 
dataset with la- beled treatment information. However, 
cancer registries only record the initial line of treatment, 
even that requires hours of expensive manual labour. 

We aim to build a NLP language model that can 
extract longitudinal treatment information using a 
combination of structured and unstructured EMR data. 
The extracted treatments can then be used for future 
analysis and treatment planning. 

Some related works include [3] and [4].

Dataset

§ Source: Stanford Cancer Institute Research Database 
(SCIRDB)

§ Total: 4,420 patients
§ Localized prostate, oropharynx, and esophagus

§ Timeframe: 2008 – 2019
§ Notes: 483,782 clinical notes
§ Additional Data: ICD9 procedure codes, medication 

names, count of different note types
§ Ground Truth: California Cancer Registry (CCR)

§ Initial treatment information: all treatments 
performed within 6 months of initial diagnosis

§ Date of death, date of diagnosis, etc.
§ Testing: reserved 10% of patients for testing

Conclusions

Significant Findings/Contributions: 
§ Clinical notes can be very effective in 

performing treatment prediction. 
§ Concatenating structured and unstructured data 

allow us to benefit from both data formats. 
§ Building a set of institution specific doc2vec 

NLP language models.
Challenge: 

§ Missing data in EMR data. Missing icd9 codes in 
structured data really throws off analysis. 

Next step:
§ Extending the treatment prediction model to be 

part of a larger treatment decision analysis. 
§ Explore other ways of combining the structured 

and unstructured data.
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Results

Predicted Treatment Classes
• For each cancer type, we combined treatments 

that were normally administered together with 
the guide of a clinician.

• We selected for patients with at least one note.

Prostate Cancer
• Inclusion of notes information improves

structured data performance
• For prostate, had to run two separate

experiments. Will fix in later run. 

Oropharynx Cancer
• Inclusion of notes definitely helped. However, 

just using notes seem to perform the best. 
• Hypothesis: structured data has lots of missing

information.

Esophagus Cancer
• Unstructured data outperforms structured data.
• Hypothesis: the treatment types are too 

similar. Hence, the structured data does not 
have enough information to distinguish them. 
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Natural Language Processing (NLP) Models
§ Notes: 483,782 clinical notes (excluded 10% for testing)
§ Baseline: Bag-of-words
§ Model: Doc2vec[2]

§ Trained 324 doc2vec models for generating embeddings[1]

Treatment Prediction Models

Models


