Developing Machine Learning Tools for Cancer Treatment Strategies
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In medicine, clinical randomized trials are the only Natural Language Processing (NLP) Models Natural Language Processing (NLP) Models

accepted standard for deci.ding Wl_liCh treatment is l?etter = Notes: 483,782 clinical notes (excluded 10% for testing) [See AAAI-20 Student Poster (Monday night)]
than the other. Retrospective studies from observational data = Model: Docdvech]

are often plagued by confounding and selection bias!!l. The

readily available covariates cannot be used to adjust for " Trained 324 doc2vec models for generating word Causal Inference
confounding. We explore whether we can perform robust embeddings Potential Outcomes Framework
causal inference from observational data by including word e vector size, vs = [100, 300, 500] Gold standard: ATE to be within the range of [-60, 60].
embeddings from clinical text. ¢ the learning rate, a = [0.0025, 0.025, 0.25] (Days of survival difference to be less than 2 months).
e epochs, e =[5, 10, 30] ) .
) ) ) e window size, w = [3, 5]: The maximum distance between the ¢ Achieve ATE of 30 days or below from estimators.
A| ms and Contﬂ but|ons current and predicted word within a sentence o Standard errors are huge on many estimates.

e sample, s = [1le-4, le-2, 0]: threshold for configuring which . . qe ) .. . . ..
higher-frequency words are randomly down sampled Findings: there is signal in using clinical text to

1. Build language models from clinical data for e distributed memory, dm = [0, 1] inform ATE estimators.

dCCiSion'making and inference' . 4 : L. Table 3: Best Performing Average Treatment Effect Estimators
. o = Task: Initial Line of Treatment Prediction
»  Established protocol for building natural lang.
.. Word Embedding Hyperparameters Estimates
models from clinical data Method | dm  vector size a window epochs sample |  est (s.e.)
: : . . Causal Inference Difference in Means 1 500 0.025 3 30 0 20320 5027
* PUbhcatlonS° AAAI-20 SA (Monday nlght) Bias Corrected Matching 0 100 0.025 5 10 0 / -18.40  24.36 \
2. Develop ML tools with unstructured and high- Clinical Notes Outcome Models
dimensional data for medical decision support Rands 0 w0 oon s ¥ o || tass  sass
. ) ; © © Random Forest 0 100 0.025 3 10 0 1455  44.44
) Word Embeddings (X; ) Neural Net 1 100 00025 3 10 0000} | 412 5215
¢ Status- [1n‘pr0gress] h Xi(S) +x@© = X; d h Xi(S) + X}(E) = X; d Propensity Score Weighting
«  Adapted causal inference methods to work with - I ~ / i \ et O a2 00| s T
clinical notes (Y, Wi, X)) G Neural Net 1 50 00025 5 5 001 | 060  180.92
. .. . Treatment Prediction Doubly Robust Methods
3. Validate developed decision support tools against Causal Inference Estimators W = FCK) Linear 1 100 00025 3 10 0000f | 577 6846
. e . . . i ‘ Random Forest 0 300 0.025 3 10 0000} | -822  49.32
existing clinical trials. “Reassign” Treatment SENCARTAD'eR) Neural Net 0 300 0.025 3 10 0.01| | -434  303.04
° Status: [in‘progreSS] O Cox.FH Generalized Random Forest | 0 100 0.025 3 5 0 \L -1.83 55.59 //
*  Showed that unstructured notes make a different Potontial Outcomes Eramework h(tlX) = 05w, X))
in correcting for selection bias L i Ratio / Survival Outcomes Framework

Survival Outcomes Framework

Gold standard: Hazard ratio to be between [0.95, 1.05].

Dataset Potential Outcomes Framework ..
- o (Comparable hazard between surgery and radiation).
+ For aset of LLQ subjects i = 1, ..., n we observe: « . ’ . . .
_ - X, € R™: covariates . Readjusted” Cox-PH plots with Linear Regression
= Source: Stanford Cancer Institute Research Database . ;V € nio T}n:,omf S and Ridge Regression achieved HR = 1.
SCIRDB ° i €10, 1} treatment assignmen . .
( ) » Estimate average treatment effect (ATE) for the treated ® H. owever, predlctlon accuracy extremely low. 2
. . = E[Y:(1) = Y:(0) [W: = 1 . : .
= Total: 4,420 patients Assumptions: r=E@ -rO W =11 Shows that a random assignment of patients do just
= Localized prostate, oropharynx, and esophagus . Unconfoundedness as well.
u Timeframe: 2008 — 20 1 9 P w1l (Yz 0), Yi(l))lxi Table 5: Best Performing Survival Outcome Analysis
» Qverlap
= Notes: 483 ,782 Clinical notes 0<pr(W,=1lX,=x) <1 Word Embedding Hyperparameters Accuracy  F1-Score Hazard Ratio
oy . . . : : Method dm  vector size o window  epochs sample est surg. rad. mean 95% CI
= Additional Data: California Cancer Registry (CCR) , | |
Survival Outcomes Framework Linear Regression | 1 300 0.025 3 30 0.0001 0.63 0.74 0.3j 1.0 [0.65, 1.53]J
m 111 1 1 . ) ) Ridge Regression | 1 100 0.0025 5 10 0.01 0.65 0.75 0.4 1.0 [0.64, 1.56]
Initial treatm,ean information: all .tr.eatments . * Kaplan-Meier survival plots are used to compare two treatments. Random Forest 1 300 00025 3 5 0.01 0.80  0.88 037 059 [0.35, 1.02]
performed within 6 months of initial diagnosis - Hazard rate [h(t|X)]: probability patient will fail in time interval { given ~Boosting 0 500 0.25 3 30 00001 | 079 087 042 061 [036,1.03]
. . iates X.
= D f h f diagnosi : eovana
ate of deat i date of d agnosis, ete » Hazard ratio (HR): ratio of hazard rate between the two treatments PP——— rendiusted Coprt (idae
= Testing: reserved 10% of patients for testing - Cox-Proportional Hazard Regression Model: hop g TR0 20,408 om0 oo o g TLIO00 0 -0 002 00
* by(t): baseline hazard function
St anford * b;: hazard ratio of specific variable 081 098
Cancer Institute m+1
logh(t1X,) = by(exp | D by(Xy; — X,
&) StanfordImepicine BA(tX,) = bo(t)exp = (X3 = X0 £ oo §om
] —— Surgery (n=1303) o —— Surgery (n=1233)
Case Stu dy: P rostate Can ce r[2] - —— Radiation (n:=723) - —— Radiation (n¢=793)
Time of Survival (days) Time of Survival (days)
Treatments (W): 100 original Cox-PH Propensity Scores S
R Surgery (Wl — 0) hazard ratio: 1.19 [0.61, 2.30] e u m m a ry
+  Radiation (W, = 1) 058 ] . s
L & o Significant Findings:
Outcome (¥): Days of Survival 3 0s6 | 1 . Clinical not " loved to adtust f
Covariates X): E % | 1n19a IlO. €S can b€ employcd to adjust 10r
. Structured: age, race, ethnicity, cancer stage 2 94 g selection bias.
. Unstructured: embeddings of clinical notes 092 | #1 Challenge:
— Surgery (n.=1595) 2 . .
Total Patients: n = 2026 —— Radiation (n:=431) S = Model selection for word embeddlng
. n. = 1595 n. = 431 P08 slo b0 100 2000 00 300 300 P hyperparameters (No reliable without gold
¢ r I Time of Survival (days)
standard of RCT)
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