
Jiaming Zeng1, Adam Lesnikowski2, Jose M. Alvarez2

1 Stanford University| 2 NVIDIA

Results
Active learning (AL) is a label-efficient framework in which the system 

incorporates information from the model being trained to optimally select 

data to label next. While AL is important in machine learning, scaling to 

high-dimensional data and deep neural networks is a major challenge with 

relatively scarce existing literature. We improve the memory and 

computational demands of Bayesian uncertainty approaches for AL by 

proposing a hybrid Bayesian and deterministic architecture able to capture 

the uncertainty information needed for AL, and demonstrate on an image 

classification challenge.

Active Learning

Major challenges in implementing and using Bayesian CNNs are the time 

and computational difficulties required in training. Our results strongly 

suggest that it is unnecessary to use fully Bayesian CNNs for capturing 

model uncertainty. 

• Using only one or two Bayesian layers (BNN-1, BNN-2) near the output 

of a network outperforms a fully Bayesian model (BNN). 

• The more Bayesian the layers are, as measured by our μ value, the 

more uncertainty we can capture. 

• Combining deterministic CNNs’ accuracy and speed with Bayesian 

CNNs’ ability to capture uncertainty is useful for downstream tasks like 

active learning into an attractive hybrid architecture. 

• We hope to encourage more use of Bayesian uncertainty through our 

novel hybrid architecture by combining the uncertainty representation 

of Bayesian weights with the computational parsimony of fully 

deterministic representations.

Conclusion

The Relevance of Bayesian Layer Positioning for 

Model Uncertainty in Deep Bayesian Active Learning

Bayesian Neural Networks 

Active Learning Setup: 
• Initial Training: 20 images

• # acquisitions: ~100

• Images per acquisition: 10

Acquisition Functions:
• Random (baseline)

• Max Entropy: 

• Variation Ratios: 

Training Setup:
• # of Trials: 3

• Epochs: 200

• # of Monte Carlo Samples: 100

• Experimental Architectures:

Experimental Setup

• Optimizer: ADAM

• Learning rate: 0.001

• Batch size: 64

• Initial posterior variance: 

Estimating Model Uncertainty

Comparison of Experimental Architectures
• CNN, BNN1, BNN2, BNN3 all underperformed the BNN. 

• BNN-1, BNN-2, BNN-3 all outperformed the BNN. 

• BNN-1 showed the best performance. 

• Having Bayesian layers closer to the output layer captures more 

uncertainty than having Bayesian layers closer to the input. 

• Additional Bayesian layers may actually compromise the accuracy 

without the benefit of added uncertainty modeling.

Comparison of Bayesian-ness of Prior Initialization 
We tuned the initial variance means of our networks for μ = [-3, -5, -

9, -11]. Lower μ values initialize the networks closer to deterministic, 

while higher values lead to more Bayesian networks. 

• Better performance with more Bayesian values of μ closer to -3. 

• Having Bayesian Dense 2 is better than having Bayesian Conv1. 

(i.e. the BNN-1 architecture with exactly one Bayesian layer at the 

end of a fully deterministic network was optimal)

• We capture the uncertainty useful for our active learning task with 

just one Bayesian layer at the end, which is more memory and 

computation friendly than fully Bayesian networks. 
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